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ABSTRACT

Designing an effective learning method remains a chal-
lenge in neural dialogue generation systems as it requires the
training objective to well approximate the intrinsic human-
preferred dialogue properties. Conventional training ap-
proaches such as maximum likelihood estimation focus on
modeling general syntactic patterns and may fail to capture
intricate conversational characteristics. Contrastive dialogue
learning offers an effective training schema by explicitly
training a neural dialogue model on multiple positive and neg-
ative conversational pairs. However, constructing contrastive
learning pairs is non-trivial, and multiple dialogue attributes
have been found to be crucial for governing the human judg-
ments of conversations. This paper proposes to guide the
response generation with attribute-aware contrastive learning
to improve the overall quality of the generated responses,
where contrastive learning samples are generated according
to various important dialogue attributes each specializing in
a different principle of conversation. Extensive experiments
show that our proposed techniques are crucial to achieving
superior model performance.

Index Terms— Dialogue Generation, Contrastive Learn-
ing, Conversational Attributes and Adversarial Perturbations

1. INTRODUCTION

Recent years have witnessed a surge of interests in neural dia-
logue generation [1, 2, 3, 4, 5] Typically, dialogue generation
models utilize the given conversational histories as context
to construct the response via maximum likelihood estimation
(MLE). Though effective, some issues, including limited infor-
mativeness in generated responses, are observed on dialogue
models learned by MLE [6, 7]. Endeavors combating such
defects attempt to feed extra information, for example, topics
[8], personas [2], and external knowledge [9], to the dialogue
model, or enhance the model itself using latent variables [10].

Another line of research focuses on improving the response
quality by redesigning the learning scheme of dialogue models
[6, 7, 11, 12]. Among these efforts, one promising training
strategy for improving the neural dialogue generation is con-
trastive learning [13, 14, 15]. The key idea is to incentivize
the dialogue model to explicitly perceive the difference be-

tween positive and negative utterances, and thus enhance the
distinctiveness of the generated responses.

However, naively contrasting the given response may result
in a sub-optimal solution, and the negative utterances some-
times are inappropriately sampled without considering the
intrinsic dialogue properties. Directly applying the contrastive
learning to the dialogue generation task faces two issues. First,
while it suffices to measure general conversational matching
relations by minimizing the distance between positive context-
response pairs and maximizing differences of negative pairs,
the vanilla contrastive learning approach fails to capture multi-
modality conversational aspects including response specificity
and text repetitions, which affects the overall conversation qual-
ity and requires deliberate modeling to improve the dialogue
model performance [16]. Second, the conventional contrastive
learning method barely generates positive and negative sam-
ples conditioned on the limited training set. Since the key
ingredient of contrastive dialogue learning is to leverage the
discrimination of the positive samples against the negative dis-
tribution to guide the training, being able to create informative
contrastive samples which largely exhibit the conversational
attributes acts as the key driver to facilitate dialogue learning.
However, the discrete nature of text makes it challenging to
establish universal rules for generating effective contrastive
samples, let alone concerning various conversational aspects
during the contrastive sampling procedure.

In this paper, we propose an attribute-aware contrastive
dialogue learning framework that is capable of contrasting
training examples regarding a committee of conversational
aspects, and enhancing the generated response towards the
desired polarity along various attribute axes. As shown in
Fig. 1, our model consists of an encoder-decoder dialogue
generation model and a series of attribute indicators. We first
train the encoder-decoder and indicators and get the latent rep-
resentation of the input example. Different from the previous
approaches that blindly draw negatives without considering
intrinsic human-preferred conversational properties, the con-
trastive samples in this work can be obtained by iteratively
performing perturbations on the latent representation, until it
can be identified as target polarity by the attribute indicator.
We then leverage these generated latent examples to conduct
contrastive learning, helping the dialogue model learn withIC
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more informative pairs. Empirical results confirm that re-
sponses generated by our approach are preferred over those by
competitive baselines on two public datasets.

2. METHODOLOGY

2.1. Encoder-Decoder Backbone
Given an input context x = {x1, x2, · · · , xTx}, the dia-
logue generation model aims to generate an appropriate
response y = {y1, y2, · · · , yTy}. Given a training set
D = {(x,y)i}Ni=1, the neural dialogue model parameter-
izes the conditional distribution pθ(y|x) as follows:

pθ(y | x) =
Ty∏
t=1

pθ (yt | y<t,x)

pθ (yt | y<t,x) = softmax (Woht + bo)

ht = g (yt−1,Hx;θ) ,Hx = f (x;θ) ,

(1)

where f(·) and g(·) represent the encoder and decoder re-
spectively, Wo and bo are trainable parameters, and θ is the
parameter set of the dialogue generation model. Hx and
Hy =

[
h1,h2, . . . ,hTy

]
denote the concatenation of encoder

and decoder hidden states respectively. By adopting MLE
as the learning approach, the training objective of the neural
dialogue model can be defined as follows:

LMLE(θ) = −
∑

(x,y)∈D

Ty∑
t=1

log pθ (yt | y<t,x) . (2)

2.2. Attribute Indicator
In order to draw effective contrastive samples that exhibit
specific conversational attribute ai ∈ {a1, a2, · · · , aK}, we
first design a committee of conversational attribute indicators,
{Ai}Ki=1, to predict the polarity of the input example regard-
ing a specific dialogue aspect, and then generate positive and
negative samples for contrastive learning by iteratively per-
forming perturbations on the latent dialogue representation,
until the representation can be identified as target polarity by
the attribute indicator. The attribute indicator Ai predicts the
corresponding binary attribute polarity zai as follows:

p (zai | x,y) = sigmoid (Ai ([ψ (Hx) ;ψ (Hy)])) (3)

where Ai can be implemented as a multilayer feed-forward
network, [; ] denotes the concatenation operation, ψ represents
the linear transformation followed by an average pooling.

Assuming ϕai
is the parameter set of a specific conversa-

tional attribute indicator, we define the training objective as

Latt =
∑

(x,y)∈D

K∑
i=1

− log p (zai | Hx,Hy;ϕai) . (4)

We exploit four fine-grained dialogue attributes in this
work: 1) Specificity (Spe.) measures “level of detail” of a sen-
tence [17]. We calculate its value is based on the normalized
inverse response frequency [18, 16]; 2) Repetitiveness (Rep.):
inappropriate repetition of words significantly degrades the
quality of the dialogue response. We estimate the repetitive-
ness of a given input utterance by identifying repeating content

words following [16]; 3) Relatedness (Rel.) quantifies how
well a dialogue response semantically relates to its context
and is assessed using the cosine similarities between the
response and its corresponding context representations; 4)
Informativeness (Inf.): good responses are characterized by
communicating comprehensive information in the responding
utterance. We measure such property by dividing the sentence
entropy value by its length. We discretize the aforementioned
attribute values into two bins (“positive” and “negative”).

2.3. Contrastive Dialogue Learning with Attribute-aware
Adversarial Perturbations
Generation of Negative Examples The goal of generating an
attribute-aware negative example is to find an optimal response
representation that is very close to Hy but performs negative
on the corresponding attribute. As shown in Fig. 1, taking
the attribute “Relatedness” as an example, we add a small per-
turbation r =

[
r1, r2, · · · , rTy

]
to Hy to generate a negative

sample, such that its probability of performing positive on the
attribute “Relatedness”, i.e., p (zRel. = 1 | Hx,Hy + r;ϕRel.),
is minimized. Formally, the optimal perturbation is given by

r∗ = argmin
r,∥r∥≤ϵ

log p(z = 1 | Hx,Hy + r; ϕ̂), (5)

where ϵ is the perturbation radius, and ϕ̂ denotes a copy of the
indicator parameters ϕ that is deemed to be constant during the
process of negative sample construction. We omit the attribute
subscript for brevity.

However, the exact optimal solution r∗ to the minimiza-
tion objective in Eq.(5) is computationally intractable. Fol-
lowing [19], we use the linear approximation of this value by
linearizing log p (z = 1 | Hx,Hy) around Hy and the nega-
tive example can be then defined as:

H̃y = Hy − ϵg

∥g∥2
, g = ∇Hy log p(z = 1 | Hx,Hy; ϕ̂). (6)

Generation of Positive Examples We employ a two-stage
approach to generate an attribute-aware positive response rep-
resentation performing positive on the corresponding conver-
sational attribute while preserving the original semantic in-
formation. As shown in Figure 1, we first add a perturbation
with radius γ on Hy such that it maximizes the probability of
performing positive on the given conversational attribute:
Hy = Hy +

γq

∥q∥2
, q = ∇Hy log p(z = 1 | Hx,Hy; ϕ̂). (7)

Then we add another perturbation on Hy to ensure the
perturbed sample maintain the same semantic information,
by approximately minimizing the following KL divergence
between the original and perturbed conditional distribution:

Lkl(θ) =
∑

(x,y)∈D

Ty∑
t=1

KL
(
pθ̂ (yt | y<t,x) ∥pθ

(
yt | y<t,x

))
(8)

where θ̂ is the constant copy of the dialogue model parame-
ters. Consequently, the positive sample is finally defined to be
Ḧy = Hy − γp/∥p∥2, p = ∇Hy

Lkl(θ).
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Repetitiveness Indicator
Relatedness Indicator

Conversational Attributes

Router

Adaptive Attribute Routing

Fig. 1: Our proposed framework first projects the context and response to its latent representation, and then generates an
attribute-aware contrastive pair under the guidance of the attribute indicator. The dialogue generation model is finally trained to
jointly maximize the log likelihood and the contrastive learning objective with the generated attribute-aware contrastive pairs.

Contrastive Dialogue Learning Objective The naive con-
trastive learning framework trains the dialogue model to learn
the representations of the ground-truth response by contrasting
the positive pairs with the negatives as follows:

Lnaive(θ) = −
∑

(x,y)∈D

log
F (Hx,Hy)∑

H′
y∈S ∪{Hy} F (Hx,H′

y)
, (9)

where S is a collection of negative examples that are in the
same batch not paired with the corresponding context. With
the temperature parameter τ and cosine similarity function
sim (., .), F defines the similarity between the sentence repre-
sentation pair:

F (Hx,Hy) = exp (sim (ψ(Hx) , ψ (Hy)) /τ) . (10)

To encourage the dialogue generation model to identify the
conversation-centric features during contrastive learning, we
further consider the generated attribute-aware negative sample
H̃y as an additional negative to perform contrastive learning:

Lneg(θ) = −
∑

(x,y)∈D

log
F (Hx,Hy)∑

H′
y∈S ∪{Hy,H̃y} F (Hx,H′

y)
. (11)

With the attribute-aware positive examples, it is straightfor-
ward to contrast them from the negatives in Eq.(11) to further
induce the model to distinguish the high-quality response with
desired dialogue attributes from the less plausible ones. We
derive the following training objective by incorporating Ḧy:

Lpos(θ) = −
∑

(x,y)∈D

log
F

(
Hx, Ḧy

)
∑

H′
y∈S ∪{Ḧy,H̃y} F (Hx,H′

y)
. (12)

Finally, the training objective of our proposed learning
framework can be formulated as:

L = Lpos + Lneg + LMLE + Lkl + Latt. (13)

Adaptive Attribute Routing To make attribute-aware con-
trastive learning more instance-adaptive and effective, we
further employ a routing mechanism to adaptively select the
conversational attribute for constructing contrastive examples
based on the incoming context-response pair, inspired by [20].
The router takes the aggregation representation of a context-
response pair as input and then routes it to K attributes. In this
work, we implement the router as a multi-layer feed-forward
network, by utilizing a differentiable gumbel-softmax [21]
approximation when selecting the result dialogue attribute.

3. EXPERIMENT SETTINGS

Datasets: DailyDialog [22] and PersonaChat [2].
Baseline Models: (i) HRED: a generalized sequence-to-
sequence model with a hierarchical RNN encoder [23]; (ii)
TRANSFORMER: an encoder-decoder architecture relying
on attention mechanisms [24]; (iii) BLENDER: a large-scale
pretrained open-domain dialogue model [25].
Comparison Learning Approaches: (i) ADVERSARIAL: an
adversarial training framework [1]; (ii) MMI: a training ob-
jective which maximums the mutual information between the
context and response [6, 26]; (iii) DEEPRL: a reinforcement
learning framework with heuristic reward functions [27]; (iv)
CVAE: a conditional variational auto-encoder learning frame-
work [10] ; (v) DIALOGWAE: a conditional Wasserstein
auto-encoder framework [11]; (vi) GCL: a contrastive learn-
ing framework which conducts contrastive learning between a
target dialogue model and a pretrained reference model [12].
Automatic Evaluation Metrics: (i) BLEU [28]; (ii) Dist-1 and
Dist-2 [6] that evaluate the diversity of the generated responses;
(iii) Entropy-based metrics (Ent-1, Ent-2) [29] that show the
empirical n-gram distribution of the generated responses.
Implementation and Reproducibility: For HRED, the utter-
ance encoder, context encoder and decoder are bidirectional
GRUs [30] with 300 hidden units in each direction. Regarding
the TRANSFORMER model, following [31], we set its hidden
size, attention heads and the number of hidden layers as 300,
2 and 2, respectively, and use pre-trained Glove vectors [32]
to initialize the word embeddings. Regarding the BLENDER
model, we use its small version with 90M parameters provided
by HuggingFace [33]. For optimization, we use Adam [34]
with a learning rate of 0.001 with gradient clipping.

4. RESULTS AND DISCUSSION

Performance on Baseline Models We evaluate the perfor-
mance of our proposed framework using several baselines.
From the results in Table 1, we observe that: 1) Our proposed
framework brings improvements across various model archi-
tectures regarding most evaluation metrics; 2) The diversity
of the responses is promisingly high when applying our pro-
posed approach to BLENDER, indicating that conducting the
attribute-aware contrastive learning on the pre-trained dialogue
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Models
DailyDialog PersonaChat

BLEU Dist-1 Dist-2 Ent-1 Ent-2 BLEU Dist-1 Dist-2 Ent-1 Ent-2
HRED 1.63 0.79 2.43 6.69 10.24 2.10 0.25 0.86 6.74 10.44
HRED (♠) 1.73 0.84 2.73 6.72 10.25 2.24 0.30 1.06 6.80 10.60
TRANSFORMER 2.06 0.79 2.99 6.73 10.25 2.05 0.31 1.34 7.00 10.96
TRANSFORMER (♠) 2.41 1.24 6.00 6.96 10.90 2.09 0.52 2.26 7.01 11.07
BLENDER 0.98 5.74 21.98 5.62 6.50 1.95 1.78 6.12 5.92 7.54
BLENDER (♠) 2.46 7.72 32.32 6.48 8.34 1.39 4.19 21.97 6.56 8.77

Table 1: Automatic evaluation results (%). “♠” denotes that
the model is trained using our proposed framework. Significant
results in each group are highlighted with bold.

Ablation Study BLEU Dist-1 Dist-2 Ent-1 Ent-2

None 2.06 0.79 2.99 6.73 10.25
Dialogue (a) Specificity 2.19 0.99 4.08 6.84 10.60
Attributes (b) Repetitiveness 2.07 0.87 3.11 6.76 10.45

(c) Relatedness 2.31 0.89 3.47 6.84 10.62
(d) Informativeness 2.09 1.08 4.59 6.87 10.66
w/o Lneg 2.24 0.98 4.15 6.87 10.63

Framework w/o Lpos 2.28 0.94 4.26 6.86 10.70
Variants Naive Contrastive Learning 2.36 0.89 3.60 6.87 10.58

w/o Router 2.35 0.84 3.41 6.91 10.63
FULL version 2.41 1.24 6.00 6.96 10.90

Table 2: Ablation test (%) on DailyDialog.
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Fig. 2: The effect of individual dialogue attribute.

representations can steer more informative expressions; 3) We
also notice that the performance gain regarding the BLEU met-
ric is relatively limited. We anticipate that since our proposed
approach is able to construct semantically valid positive train-
ing examples during dialogue learning, it implicitly exposes
the model to various meaningful outputs beyond the ground-
truth responses and induces the dialogue model to generate
more diverse utterances.
Ablation Study on Various Dialogue Attributes The results
with TRANSFORMER are shown in Table 2. For each abla-
tion, we use only one conversational attribute for constructing
the contrastive samples. We observe that drawing contrastive
examples regarding single attribute is also beneficial and the
nearly best performance is achieved with multiple attributes.
Fig. 2 presents the performance gain on specific attribute when
constructing the contrastive examples with corresponding at-
tribute indicator, which indicates that the proposed learning
scheme does help the model to improve the response quality
along various conversational aspects contrapuntally.
Ablation Study on Framework Variants From Table 2, we
observe that: 1) Removing either the attribute-aware nega-

Learning Approach
Learning Effectiveness(%) Human Evaluation

BLEU Dist-1 Dist-2 Ent-1 Ent-2 Win Loss Tie Kappa
ADVERSARIAL 1.27 0.57 1.46 6.64 10.00 53% 8% 39% 0.5393
MMI 1.46 0.89 4.07 6.71 10.38 48% 11% 41% 0.5837
DEEPRL 1.42 0.68 2.22 6.57 10.18 52% 9% 39% 0.5632
CVAE 1.23 0.92 4.12 6.76 10.53 46% 8% 46% 0.5196
DIALOGWAE 1.50 1.20 5.35 7.15 11.29 40% 12% 48% 0.5372
GCL 1.49 1.05 5.91 6.89 10.70 47% 10% 43% 0.5381
OURS 2.41 1.24 6.00 6.96 10.90 - - - -

Table 3: Learning effectiveness (%) of dialogue training ap-
proaches and human evaluation results on DailyDialog.
tive contrastive loss or the attribute-aware positive contrastive
loss leads to a performance drop regarding most evaluation
metrics, indicating that using the attribute-aware negative or
positive sample alone is insufficient, as only one direction of
guidance is provided; 2) Naively conducting the contrastive
learning using in-batch negatives leads to significant perfor-
mance degradation, proving the effectiveness of constructing
contrastive instances with attribute-aware adversarial pertur-
bations; 3) Disabling the adaptive attribute routing strategy
results in a large decrease in model performance, indicating
that choosing the instance-adaptive conversational attribute for
contrastive sample generation benefits model training.
Comparison with Various Dialogue Learning Approaches
As shown in Table 3, we observe that the proposed learn-
ing schema outperforms all the previous dialogue training
approaches on the majority of evaluation metrics. Note that
naively contrasting the given response with sampled negative
utterances in the limited training set underperforms our ap-
proach, verifying the effectiveness of constructing contrastive
examples with attribute-aware adversarial perturbations.
Human Evaluation We randomly sample 100 test messages
from DailyDialog to conduct human evaluations, by presenting
the input context and the corresponding responses generated
by our model and the comparison model to the annotators, and
asking them to compare the quality of the two responses in
terms of coherence, language consistency, fluency and infor-
mativeness. From Table 3, we notice that the dialogue model
trained using our approach is more adept to produce human-
preferred responses, and the kappa scores indicate that the
annotators came to a fair agreement on judgment.

5. CONCLUSION
In this paper, we propose an attribute-aware contrastive train-
ing framework, which learns to improve response generation
by explicitly capturing human-concerned conversation aspects
contrastively and thus is able to induce the dialogue model to
generate responses towards a particular attribute polarity cor-
respondingly. Experiments show that the proposed framework
can boost the performance of existing dialogue systems.
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